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This research project aimed to develop a novel diagnostic method for breast cancer by
combining advanced quantitative diffusion MRI technology with machine learning techniques. The primary
objectives were to distinguish between benign and malignant breast tumors, identify subtypes, and
improve treatment efficacy and prognosis evaluation. The study analyzed 334 breast lesions with
confirmed histology or no enlargement on follow-up, using 3T breast MRI to obtain diffusion-weighted

images with multiple b-values.

To ensure robust evaluation, the data were carefully divided into two sets: a 10-fold cross-validation
dataset (139 malignant, 67 benign cases) and a separate test dataset (85 malignant, 43 benign cases).
This division allowed for thorough model training and validation, followed by an unbiased assessment
of the final model performance. Importantly, there was no overlap of cases between these datasets,

maintaining the integrity of the evaluation process.

A significant focus of the study was the development and optimization of machine learning models for
tumor classification. Various data augmentation techniques were compared, including random elastic
deformation, random affine transformation/random noise, and mix-up. The researchers experimented with
both 2D and 3D CNN architectures, as well as ResNetl18. The 2D CNN models consistently outperformed
3D CNN models, achieving an AUC of 0.88-0.90 for cross-validation data and 0.88 for test data,
comparable to standard breast MRI (AUC: 0.89 and 0.87, respectively). Notably, the machine learning
model based on diffusion-weighted images demonstrated higher specificity than standard breast MRI
(85.1% vs. 81% for cross-validation data, 81.4% vs. 74% for test data), although sensitivity was
lower (79.9% vs. 98% for cross-validation data, 85.9% vs. 99% for test data). These results suggest
that the machine learning approach could complement standard MRI by improving specificity without

increasing reading time for breast specialists.

In animal experiments, the correlation between each diffusion MRl quantitative value and pathological
information such as vascular density was examined to see if it could be used as a biomarker. The
study investigated whether IVIM (intravoxel 1incoherent motion) parameters, which can assess
microcirculation in tissues, reflect tissue changes after anti-PD-1 antibody treatment in vivo. Anti-
PD-1 antibody treatment was administered to colon cancer (CT26) and breast cancer (4T1) xenograft
mouse models, followed by MR imaging. f (flowing blood volume fraction) in the CT26 model was
significantly decreased in the treatment group, whereas no change was observed in the 4T1 model.
There was also no significant difference in lesion size in both models. The differences in T parameters
and lesion size between the anti-PD-1 antibody-treated xenograft models may reflect different levels

of treatment efficacy.

The research also investigated the association between DW parameters and Ki-67 expression in triple-

negative breast cancer using the patient-derived xenograft (PDX) model, which recapitulates the tumor

microenvironment. ADC and non-Gaussian diffusion parameters validated by histological Ki-67 staining

were evaluated. Overall, at all Ki-67 levels, Sindex increased with increasing diffusion time, while
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SADC and ADCo decreased. s-index showed a significant positive correlation with Ki-67 levels at
diffusion times of 9 ms and 27.6 ms, while sADC showed a negative correlation. ADC showed a negative
correlation with Ki-67 levels, more pronounced at shorter diffusion times (5 and 9 ms). No correlation
was found between K and Ki67. DW parameters at diffusion times that can be captured in clinical
practice may serve as a predictive imaging biomarker for Ki67, and its optimization will be further

validated in other models.

The technology and software developed through this project have the potential to assist in the
accurate diagnosis of breast cancer, contribute to personalized medicine, and ultimately improve
patient prognosis and quality of life. The researchers are preparing for practical implementation,
including the development of a workflow for routine clinical use of the software, with plans for PMDA

face-to-face advice to facilitate clinical adoption.



